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Dealing With Normality

When we use a parametric method such as multiple regression, we need to pay attention to the characteristics of each variable to ensure the data we use follow a normal distribution. Two key values relating to normality that we can measure for any variable are skewness and kurtosis.
Skewness: The extent to which cases are clustered at one end or in the center of the distribution of an interval-ratio variable.
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Skewness values outside of -1 through +1 should be transformed (see next page).

Kurtosis: The extent to which cases are peaked in the center of the distribution of an interval-ratio variable. Below, mesokurtic is an ideal normal curve, while the other two are non-normal.
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Kurtosis values outside of -2 through +2 should be transformed (see next page).

Transformation: the application of a modification to all observations of a variable, with the goal of changing the variable’s distribution from non-normal to normal (thus facilitating the use of parametric statistics). Some typical transformations include the following. Below, “form” is a frequency graph of the variable’s original (non-normal) distribution, and “transformation” is the modification that could be applied to this kind of distribution to move the variable toward normality.
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Source: from Mike Wulder’s online statistics reference (in GEOG 5190 course readings list)
When a variable is successfully transformed, the transformed variable is inserted into the statistical routine in place of the original variable. For example, if a logarithmic transformation is used on variable X, instead of using the unmodified variable X in a linear regression (Y = a + bX), we would use insert log(X):
Y = a + b[log(X)]

Sometimes a distribution is so skewed that transformations do not help. Often this means that at least half of the cases have one value. In this case, it might make sense to create a dichotomous variable rather than attempt a transformation. 

